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Learning Feedback Molecular Network Models Using Inte-
ger Linear Programming 

Mustafa Ozen[a], Effat S. Emamian[b], and Ali Abdi*[c] 

Abstract: Analysis of intracellular molecular networks has 

many applications in understanding of the molecular bases of 

some complex diseases and finding effective therapeutic tar-

gets for drug development. To perform such analyses, the 

molecular networks need to be converted into computational 

models. In general, network models constructed using litera-

ture and pathway databases may not accurately predict ex-

perimental network data. This can be due to the incomplete-

ness of literature on molecular pathways, the resources used 

to construct the networks, or some conflicting information in 

the resources. In this paper, we propose a network learning 

approach via an integer linear programming formulation that 

can systematically incorporate biological dynamics and regu-

latory mechanisms of molecular networks in the learning pro-

cess. Moreover, we present a method to properly consider 

the feedback paths, while learning the network from data. Ex-

amples are also provided to show how one can apply the pro-

posed learning approach to a network of interest. In particu-

lar, we apply the framework to the ERBB signaling network, 

to learn it from some experimental data. Overall, the proposed 

methods are useful for reducing the gap between the curated 

networks and experimental data, and result in calibrated net-

works that are more reliable for making biologically meaning-

ful predictions. 
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1 Introduction 

Molecular networks are the networks of biochemical interac-

tions between the molecules. They can be portrayed as di-

rected graphs in which nodes represent biological molecules, 

i.e., proteins, genes etc., and edges represent biochemical in-

teractions between the molecules[1-4]. Research and develop-

ment of such networks has application in target discovery and

drugs development, and analyzing the role of the molecular

component in disease pathogeneses[5,6], understanding cellu-

lar decision making processes[7,8], understanding cell devel-

opment and cell differentiation[9], developing molecular fault

diagnosis and signaling capacity analysis methods[10-13], iden-

tifying disease subtypes and their regulators[14], and many

other applications for better understanding of human diseases.

Hence, constructing and analyzing molecular network models

have emerged particularly over the past decade as an im-

portant area of systems biology research.

To study molecular networks, one needs to convert the 

molecular network graphs into computational models so 

that they can be analyzed to obtain novel and biologically 

relevant results. Continuous and discrete models have 

been widely studied so far. One way to model molecular 

networks is to convert them into a mathematical form, by 

building a system of differential equations that can cap-

ture temporal and spatial behaviors of molecules within a 

complex network. A main challenge in this approach is 

that the mechanistic details and kinetic parameters of the 

molecular interactions are not available for continuous 

models in large molecular networks. In such scenarios, 

Boolean modeling has been useful as it does not need 

detailed kinetic information and still can provide biologi-

cally relevant results, as discussed in [10-13], and in several 

review articles [15-24] that are summarizing many other 

original research contributions. 

Typically, models for literature-curated molecular net-

works do not adequately match experimental data. This is 

due to the incompleteness and species heterogeneity of 

resources, databases, and the literature used to construct 

the networks. In such networks, for some individual inter-

actions, generally there is more than one publication, and 

sometimes some studies suggest contradicting results. 

Consequently, models constructed for molecular net-

works using only the literature may poorly perform in 

terms of fitting experimental data. Thus, one needs to de-

velop algorithms to learn and refine the models, so that 

the learned networks can mimic the experimental obser-

vations[5,25-27]. Herein, we propose a method for fitting a 

network model to data. The method transforms the model 

into an integer linear programming (ILP) formulation, al-

lowing us to learn a subnetwork of the initial network that 

exhibits an optimal fit to the experimental data. ILP is ba-

sically a mathematical optimization formulation, where the 

involved variables and parameters take integer values. 

This makes ILP particularly suitable for Boolean networks 

where all the variables and parameters take integer (bi-

nary) values. As discussed in what follows, the method 

explicitly incorporates the role of network regulatory feed-

back mechanisms, not considered [5,26,27] or removed[28,29] 

in prior studies. 
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Modeling and analysis of molecular networks become 

more challenging if there are positive or negative feed-

back paths in the network. Due to the feedback mecha-

nisms, network responses may change over time because 

of some compensatory or regulatory mechanisms[30,31]. 

Feedbacks can cause delays in propagation of signals to 

the network outputs, while passing through the feedback 

paths. Therefore, incorporating the delays caused by the 

feedbacks, which may result in different network re-

sponses over time, is essential when developing network 

learning algorithms. The goal of this paper is to introduce 

new network learning ILP formulations for different Bool-

ean models, when the network of interest has some feed-

back paths. 

To systematically handle the feedbacks and fit the 

model to multi-time point data, here we are inspired by a 

technique called combinational iterative array model of 

synchronous sequential digital circuits [32] in which differ-

ent time point responses of a sequential digital circuit are 

mapped to the space domain, by expanding the circuit and 

connecting the expansions via memory units - that model 

the feedbacks in our molecular network models. In these 

circuits, a memory unit stores 1-bit data appearing at its 

input, and therefore introduces a delay in the propagation 

of the signal to its output. Since feedback loops in a mo-

lecular network act like memory units, by causing signal 

propagation delays from downstream to upstream mole-

cules, they are usually modeled using memory units in 

Boolean models. This enables us to apply the combina-

tional iterative array modeling approach to the considered 

network models, that systematically incorporates the ef-

fects of feedbacks during the training of the network mod-

els against multi-time point data. 

Given a network with feedback edges and also T-time 

point measured data, we start with the subnetwork of the 

original network that excludes the feedback edges, and 

call it the early event (EE) network. To incorporate the 

delays caused by the feedbacks, similar to the combina-

tional iterative array model of synchronous sequential cir-

cuits, we copy the EE network T times and connect them 

sequentially using the feedback edges, where each 

copy’s response represents a specific time point. After-

ward, the proposed ILP formulation can be written down 

for the expanded network and then solved to find the op-

timal network that provides the best fit to the T-time point 

data. For simplicity, we present this idea considering T = 

2 time point data in our examples, but it can be imple-

mented for other T values as well, as elaborated here. 

The rest of this paper is organized as follows: In Sec-

tion 2, we present two Boolean models, along with their 

truth tables and examples. In Section 3, we present an 

ILP formulation for each model, then demonstrate them in 

Section 4 using some numerical examples, followed by a 

real biological network example, i.e., the ERBB signaling 

network, to show how networks with feedbacks can be 

learned from data. Finally, we conclude the paper with 

some remarks given in Section 5. 

2 Molecular Network Models 

Figure 1 illustrates a toy molecular network having 7 nodes 

and 10 edges. Each edge represents an interaction between 

the molecules. An arrow edge "→" rep-resents an activatory 

interaction and a blunt edge "—|" reflects an inhibitory 

interaction. A node at the beginning of an edge represents an 

input molecule, whereas a node at the end of an edge stands 

for a product (output). A set of input nodes and a product node 

together constitute an interaction set. For instance, in Figure 

1, the nodes B, G, C and E together represent an interaction 

set in which B, G and C are the input molecules and E is the 

output molecule (product). Overall, it can be said that molec-

ular networks consist of interaction sets, each set comprising 

one or more inputs and one output. A molecule is defined as 

active if its abundance or activity level, e.g., phosphorylation 

level, is above a biologically significant threshold, and inactive 

otherwise. 

To model how the output molecule of each interaction 

set is controlled by its input molecules, 0 and 1 values and 

logic operations are used in the Boolean frame-

work[10,13,15,16]. A key advantage of this framework is that 

it does not need the detailed mechanistic information 

about the molecular interactions in various interaction 

sets, i.e., it does not have hundreds of unknown parame-

ters to be estimated, and yet provides certain biologically 

meaningful results and predictions. In the rest of this sec-

tion, two such models, Model I and Model II, are pre-

sented, and then are used in subsequent sections, for the 

network modeling and learning. 

2.1 Model I: 1 for Increased Activity and 0 for Decreased 

or Not Changed Activity 

In a typical biological interaction set, the activity level of 

the output, the product of the interaction set, can increase, 

decrease, or remain unchanged, compared to its basal 

level and depending on its input molecules. In Model I, 

increase in the activity level of a molecule is represented 

by a 1, whereas decrease or no change in the activity level 

of a molecule is represented by a 0. Assume there exists 

an interaction set with multiple activators and inhibitors. 

Model I incorporates the following two rules to specify the 

output molecule’s activity level: Let 1 1i i n
x x x x

+
, , , , ,  be n 

input molecules and w  be the product of an interaction 

set such that i
x is an activator for 1i j= , ,  and i

x is an 

inhibitor for 1i j n= + , , .  Then, 

(a) If at least one of the activators and none of the in-

hibitors are 1, i.e., active, then the output is 1. This

means if 1i j  { , , }  such that 1
i

x =  and 0
i

x =

for all 1i j n= + , , ,  then 1w = .

(b) If at least one of the inhibitors is 1, then the output

is 0, i.e., if 1i j n  + , ,  such that 1
i

x = , then 

0w = .

Figure 2 is an illustration of the model and its truth ta-

ble, based on its rules (a) and (b) given above. 

2.2 Model II: 1 for Changed Activity and 0 for Not 

Changed Activity 

Figure 1. Toy example of a molecular network. 
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In Model II, change and no change in the activity are con-

sidered, and are labeled as 1 and 0, respectively. In re-

sponse to an input signal, we declare a change if the ac-

tivity of a molecule increases or decreases, compared to 

its basal level. On the other hand, we declare a no change 

if the activity of a molecule does not change with respect 

to its basal level, when an input signal is applied. 

Recall that 1 1i i n
x x x x

+
, , , , ,  are the n input molecules 

and w  is the product of an interaction set, such that i
x  is 

an activator for 1i j= , ,  and i
x  is an inhibitor for 

1i j n= + , , .  In Model II, each interaction set in the net-

work follows these two rules: 

(a) The output is 1, meaning that there is a change in 

the output’s activity, if at least one of the input mol-

ecules is 1, i.e., if 1i n  { , , }  such that 1
i

x = ,  

then 1w = .  

(b) The output is 0, meaning that there is no change 

in the output’s activity, if all the inputs are 0, i.e., 

0w =  if 0
i

x =  for all 1i n= , , .  

The model and its truth table are exemplified in Figure 3, 

using its two rules given above. Overall, this model incor-

porates and reflects any changes in the input of an inter-

action set as a change at its product. 

3 Learning Molecular Network Models 

As discussed in Section 1, model predictions of literature-

based networks may not agree with experimental data. In 

order to fit the network to the experimental data, some of 

the edges (interactions) in the network may need to be 

removed (spurious interactions), or some new edges may 

need to be added (missed interactions), so that the result-

ing network can reflect actual collective behaviors of the 

molecules, i.e., models that fit the experimental data. 

Herein, we focus on removing edges and finding a sub-

network of the initial network, since adding new edges re-

quires having access to additional original publications or 

performing many experiments that are costly and time 

consuming to acquire. One way to do this is to conduct an 

optimization to remove edges one by one and check the 

number of mismatches between model predictions and 

experimental data. However, for large networks, this does 

not help as removing one edge at a time most often does 

not change model predictions. For this reason, we convert 

this problem into an ILP problem so that multiple edges 

can be removed systematically, and finally a subnetwork 

of the initial network can be found as the optimal solution 

that fits the data. A similar approach is studied in [5,26,27] 

on the networks that do not have feedbacks and in [28,29], 

where they removed positive feedback loops in the solu-

tions. In this paper, however, we present a method in Sec-

tion 4 that incorporates feedback interactions in network 

learning, after presenting our ILP formulations for Models 

I and II in this section. 

Our goal is to minimize the number of mismatches be-

tween model responses and the experimental data. The 

experimental data set is typically obtained by treating 

cells with selective agonist of the input molecules and 

then measuring the activity, i.e., the protein or phospho-

protein levels, of some of the intermediate and output mol-

ecules by running western blot analysis. 

Let E
n  be the number of experiments and each exper-

iment be indexed by the superscript 1
E

k n= , .  In the net-

work, assume there exist R
n  interaction sets that are in-

dexed by the subscript 1
R

i n= , , .  Each interaction set i  

has the corresponding index set i i i
I A H=   for its input 

molecules, in which i
A  and i

H  are the index sets of acti-

vators and inhibitors, respectively. Lastly, let M  be the 

index set of molecules for which we have experimental 

data. Then, in the general form of the proposed ILP for-

mulation, we define all the other variables as shown below.  

• k mx , : experimental value of the th  node in the k th  

experiment, for all M .  Here, the superscript m 

indicates that the th  node has experimental 

measurement in the k th  experiment. 

Then, in each interaction set i,  we have: 

• k

jx : model’s predicted value of the j th
 input node 

of the ith interaction set in the k th  experiment, for 

all i
j I .  To simplify the notation, the interaction 

set label i is not included in the  k

jx  variable. 

• 
j

y : decision variable, for all i
j I .  1

j
y =  means 

that j th
 edge in the interaction set i  should be 

preserved in the network whereas 0
j

y =  means 

that j th
 edge in the interaction set i  should be re-

moved from the network. 

• k

jz : transition variable, for all i
j I .  It transits the 

input value k

jx  associated with the j th
 edge to the 

output of interaction set i , i.e., k k

j jz x= ,  if 1
j

y = .  

Otherwise, 0k

jz = .  

• k

i
w : output (product) of the interaction set i  in the 

experiment k.  

The objective function to be minimized in the learning 

phase is the summation of the mismatches - absolute dif-

ferences - between the experimental data and model’s 

predictions over all experiments. Thereby, the objective 

function is: 

 
1

En k k m

k M
x x

= 
−  , .  (1) 

 

For binary kx  and k mx ,  values, (1) can be linearized 

as: 

 ( )
1

1 2
En k m k m k

k M
x x x

= 
+ −  , , .  (2) 

 

Figure 2. An example for Model I. (A) A two-input one-output 
interaction set. (B) Truth table of the interaction set based on the 
model rules. (C) Logic circuit representation of the interaction set 
using NOT and AND gates. 

Figure 3. An example for Model II. (A) A two-input one-output 
interaction set. (B) Truth table of the interaction set based on the 
model rules. (C) Logic circuit representation of the interaction set 
using an OR gate. 
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3.1 ILP Formulation for Model I 

Using all the definitions given above, the constrained ILP 

formulation for Model I introduced in Section 2.1 can be 

written as follows: 

 

( )
1

1 2

1 1

1

1
1

1

0

E

i

i i

i

n k m k m k

k M

R E

k k

j j j i

k k

j j i

k

j j i

k

jk

i

j H i

k

jk k

i j

j A j Hi

k k

i j

j I

k

j j

x x x

i n k n

z y x j I

z x j I

z y j I

z
w

H

z
w z

A

w z

x y

= 



 



+ −

 =  =

 + −  

  

  

 −
+

 −
+





 



 



y

, ,

min

Subject to , , ,  , ,

(i) ,

(ii) ,

(iii) ,

(iv) ,

(v) ,

(vi) ,

(vii) , , 1k k k k k

j i j j j i
z w x y z w , , , , , .

 (3) 

In (3), 
j

y=y [ ]  is the vector of indices of edges in the net-

work, and the constraints (i), (ii), and (iii) are introduced for 

edge removal. More precisely, these three constraints assure 

that if the j th
 interaction in interaction set i  is removed, i.e., 

0
j

y = ,  then the transition variable is 0, i.e., 0k

jz = ,  so that the 

input molecule associated with the j th
 interaction does not af-

fect the value of the interaction set output k

i
w .  If the j th

 inter-

action needs to stay, i.e., 1
j

y = ,  then these constraints guar-

antee for the transition variable k

jz  that k k

j jz x= .  The con-

straints (iv), (v), and (vi) implement the two rules of Model I. 

To elaborate, depending on the constraints (i), (ii), and (iii), the 

transition variable k

jz  becomes either 0 or k

j
x .  Then, if none of 

the inhibitors and at least one of the activators is 1, the con-

straints (iv) and (v) guarantee that the interaction set output 

1k

i
w =  (Section 2.1, rule (a)). On the other hand, if at least 

one of the inhibitors is 1, i.e., i
j H   such that 1k

jz = ,  then, 

the constraints (iv) and (v) make sure that the interaction set 

output 0k

i
w =  (Section 2.1, rule (b)). The constraint (vi) is 

necessary to guarantee that the interaction set output 0k

i
w = , 

if all the incoming edges are removed or the input values of 

the remaining edges are 0. Lastly, the constraint (vii) is 

needed to guarantee that all variables are integers, and they 

are either 0 or 1. 

3.2 ILP Formulation for Model II 

A similar formulation can be developed for learning Model II 

introduced in Section 2.2. This can be done by discarding the 

constraint (iv) of (3) and replacing the constraint (v) of (3) by 
k k

i jw z  for all i
j I ,  which result in the following constrained 

ILP formulation for Model II: 

 ( )
1

1 2

1 1

1

0 1

E

i

n k m k m k

k M

R E

k k

j j j i

k k

j j i

k

j j i

k k

i j i

k k

i j

j I

k k k k k k

j j j i j j j i

x x x

i n k n

z y x j I

z x j I

z y j I

w z j I

w z

x y z w x y z w

= 



+ −

 =  =

 + −  

  

  

  



  

 



y

, ,

min

Subject to , , ,  , ,

(i) ,

(ii) ,

(iii) ,

(iv)

(v) ,

(vi) , , , , , , , .

 (4) 

 

Similarly to (3), 
j

y=y [ ]  in (4) is the vector of indices of 

edges in the network, and the constraints (i), (ii), and (iii) in (4) 

are introduced for edge removal, as elaborated in the previous 

subsection. The constraints (iv) and (v) in (4) implement the 

two rules of Model II. More precisely, if at least one of the input 

values whose associated edge is not removed is 1, then we 

have 1k

i
w   from (iv) and (v), which guarantees 1k

i
w = , be-

cause of the constraint (vi). Otherwise, 0k

i
w = .  Finally, the 

constraint (vi) is needed to guarantee that all variables are in-

tegers, and they are either 0 or 1. 

4 Numerical Results 

The ILP formulations in (3) and (4) search for a vector 

j
y=y [ ],  the vector of indices of edges in the network, to min-

imize the number of mismatches between predictions and the 

data. To be more precise, a network can be represented by 

the vector y  that is a vector of 1s whose length is equal to the 

total number of interactions in the network. Thus, a subnet-

work of the initial network can be represented by the same 

length y  vector where some of the 1s there are changed to 0 

(if the j th
 entry of y  is 0, then this means that the j th

 inter-

action is not present in the subnetwork). As a result, by solving 

the ILP formulations, one can find the best y  vectors, i.e., the 

subnetworks, that have the optimal fit to the data. 

4.1 An Exemplary Network 

Now we apply the ILP formulation in (3) to the exemplary net-

work in Figure 4A. The equations - based on the two rules of 

Model I - for each node can be written as shown in Figure 4B 

(for Model II, the ILP formulation in (4) has to be used). Be-

cause of the presence of feedback interactions, the blue 

edges in Figure 4A, this network has two early event (EE) and 

late event (LE) representations, as shown in Figure 5A and 

5D. This is because when there are feedbacks in the network, 

the network response can be different at different time in-

stances, due to the signal propagation delays caused by the 

feedback paths. Using the equations in Figure 5B and 5E for 

EE and LE networks, respectively, EE and LE truth tables can 

be created, as given in Figure 5C and 5F. 

 

Figure 4. An exemplary network and its equations. (A) The network 
with two input nodes and two output nodes, where feedforward and 
feedback edges are shown in black and blue, respectively. (B) The 
equations for the nodes obtained using Model I. 
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4.2 Network Learning from Data 

Assume that the network in Figure 5D is the ground truth 

network and Figure 5F is its truth table that is obtained via 

hypothetical lab experiments, i.e., measuring early and 

late output activities in response to different input activi-

ties. To test the ILP formulation in (3), we alter this net-

work by adding some spurious edges and generate a new 

network shown in Figure 6A, that has a new truth table 

given in Figure 6B. 

Suppose that the new network with the spurious inter-

actions (Figure 6A) is the initial network constructed from 

literature, and therefore our initial truth table has some 

mismatches, the red values in Figure 6B, compared to the 

experimental truth table in Figure 5F. Our goal is to learn 

this network from the experimental data of Figure 5F, by 

developing and solving the ILP formulation in (3). In other 

words, the goal is to find a subnetwork of the initial cu-

rated network that exhibits the optimal fit to the data. The 

expectation after solving the ILP for the network in Figure 

6A is that the network in Figure 5D must be obtained as 

the optimal solution. 

 

4.3 Incorporating Feedback Paths in Network Learning 

from Data 

In the learning phase, care should be taken while consid-

ering the feedback paths. Since the network may present 

different responses at different time instances - which is 

the case as seen in Figure 5F - implementing the con-

straints in (3) is not trivial for the nodes receiving incoming 

feedback inputs. In fact, it is very challenging to mathe-

matically formulate such nodes in one step because such 

nodes need to be initialized and then updated when the 

LE data is considered. To solve this problem, we propose 

to duplicate the EE network, as shown in Figure 7, and 

then connect these two identical networks using the feed-

back edges. Furthermore, we treat the intermediate and 

output nodes in the duplicate network as new nodes, as 

shown in Figure 7 using the superscript L that refers to the 

late event. For instance, 4
x  and 

4

Lx  represent EE and LE 

activity variables, respectively, where 
4

Lx  receives the 

feedback input initiated from 6
x .  Note that if a node in the 

original network does not receive any feedback input, 

then its LE variable is equal to its EE variable, e.g., 

3 3

Lx x= .  Moreover, the edges in the two identical network 

copies are labeled by the same decision variable 
j

y , 

i
j I , 1

R
i n= , , , so that if 0

j
y = ,  then both edges are 

removed from the two network copies. For instance, the 

edges 1
x  —| 4

x  and 1
x  —| 

4

Lx  are both labeled by 1
y  in 

Figure 7, so that 1
0y =  means that both edges are re-

moved. 

The ILP formulation for Figure 7 is implemented using 

OPL (Optimization Programming Language), a high-level 

programming language, and is solved using the IBM ILOG 

Figure 5. The early event (EE) and the late event (LE) 
representations of the exemplary network. (A) The EE network. (B) 
Equations of the nodes in the EE network. (C) Truth table of the EE 
network. (D) The LE network. (E) Equations of the nodes in the LE 
network. (F) Truth table of the LE network (truth table of the EE 
network is also in-cluded for convenience). 

Figure 6. The exemplary network with some spurious edges and 

its incorrect truth table. (A) Red edges in the network represent 

spurious interactions that are – unknowingly – included during 

the network curation from the literature, in addition to the the 

correct interactions shown by black edges. (B) Red entries in the 

truth table represent incorrect activity levels, caused by the spu-

rious interactions, whereas the corresponding correct activity 

levels are given in parentheses. 

 

Figure 7. The duplicated network (bottom) of the original network 
(top), to incorporate the feedbacks during the network learning via 
ILP. 
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CPLEX optimization studio[33], a commercial software that 

solves optimization problems. CPLEX found twelve opti-

mal solutions, i.e., twelve y  vectors, such that the numer-

ical values of their learning objective function - computed 

using (2) - are equal to 0, which means 100% fitness. One 

of these optimal solutions is y = [0 1 1 0 1 1 0 1 1 0 1 1 

1], which represents the network in Figure 5D. This 

demonstrates the ability of the proposed approach in find-

ing a subnetwork with the best fit to the data, while pre-

serving the rules of the model of interest. How to handle 

other solutions is discussed in the next subsection. 

One can similarly implement and solve the ILP formu-

lation in (4) for network learning using the Model II given 

in Section 2.2, which is omitted here to avoid repetition. 

4.4 Variations and Modifications 

The proposed learning approach via ILP formulation and 

the introduced strategy to handle feedbacks are applica-

ble to very large networks and capable of finding the exact 

optimal subnetworks with the best fitness percentage to 

the data. However, solutions of the ILP formulations may 

not be unique and multiple solutions may be obtained. On 

the other hand, we have observed that the results are usu-

ally highly correlated, indicating that the solutions are very 

similar. Therefore, one can examine the solutions and 

choose the one that meets a specific criterion, for exam-

ple, being the closest to the published information in the 

literature. 

It is also foreseeable that the resulting subnetwork so-

lutions may be missing several interactions that existed in 

the initial network. To control the number of removed 

edges, one can add a penalty term to the learning objec-

tive function, for example, the one in (2), as follows: 

 ( ) ( )
1

1 2 1
E R in n Ik m k m k

jk M i j
x x x y

= 
+ − + −   , ,  (5) 

where 0   is a tunable penalty parameter that penal-

izes the objective function for each removed edge. Higher 

values of   may result in worse fitness to the data, while 

keeping more edges in the final learned subnetwork. 

Therefore, there can be a tradeoff between the number of 

removed edges and the data fitness percentage that we 

should keep in mind. 

In addition, some of the interactions that are removed 

to obtain the optimal solution, may be well-known interac-

tions that are experimentally confirmed by several groups 

of researchers. To prevent this from happening, one can 

add some additional constraints to force well-known 

edges of interest to remain in the network. 

4.5 A Molecular Network Example: Learning the ERBB 

Signaling Network via ILP 

ERBB network is a signaling network that regulates the 

transmembrane tyrosine kinase ERBB [34], which is a ther-

apeutic target in breast cancer. The ERBB network has 

one input, one output, 18 intermediate molecules, and 51 

interactions, as presented in Figure 8A. The input mole-

cule is the Epidermal Growth Factor (EGF), whereas the 

output molecule is the Retinoblastoma Protein (pRB). 

Moreover, it contains five feedback loops. This network 

has been studied in the context of breast cancer and un-

derstanding the mechanisms of actions of few drug 

molecules. Herein, we employ this network together with 

the provided experimental data in [34], to learn the network 

from the data via the proposed framework, using the ILP 

formulation given in (3). Further details on the network 

and the experimental data are provided in [34]. 

The network of [34] provides 76.5% data fitness. To see 

if this result can be improved, we learn the ERBB network 

using the ILP formulation introduced in (3). Since the net-

work contains feedback interactions, we first duplicate the 

EE network and connect the two identical networks via the 

feedback edges (Figure 8B), as previously exemplified in 

Figure 7. Then, we implement the ILP formulation in (3) 

with an extra constraint that ensures at least one incoming 

edge for each node is preserved in the learned network, 

so that none of the nodes are removed from the network. 

This is mathematically done by adding new inequalities. 

For instance, suppose 1
y  and 2

y  label two incoming 

edges to a node. Then, the constraint 1 2
1y y+   makes 

sure that at least one of the 1
y  and 2

y  will be 1, meaning 

that at least one of the edges labeled by 1
y  and 2

y  will 

remain in the learned network. 

Upon implementing the resulting ILP using OPL and 

solving it via CPLEX, we achieve 82.4% data prediction 

accuracy, with Figure 8C depicting a learned network. 

This network improves the data fitness accuracy by re-

moving only two edges, i.e., the two edges previously con-

necting ERBB1 to AKT1 and CDK6 to pRB (gray dashed 

edges in Figure 8C), while preserving the majority of the 

initial network. This finding and approach help biologists 

by generating hypotheses for them to further investigate 

the interactions between ERBB1 to AKT1 and CDK6 to 

pRB, to see if the interactions can be replicated in differ-

ent cell types. If the interactions are reproducible, it is 

possible that other intermediate molecules are involved in 

between ERBB1 and AKT1, or CDK6 and pRB that were 

not reported, which can be the subject of additional re-

search in molecular biology. 

If the above constraint is removed and learning is per-

formed with more relaxed ILP, the data prediction accu-

racy further increases to 88.2%. However, about 15 edges 

are removed after learning, which exemplifies the tradeoff 

mentioned in Section 4.4. Overall, network learning from 

experimental data is essential for conducting research 

and analysis on molecular networks that faithfully repre-

sent the data, so that the research findings will be biolog-

ically plausible and relevant. 

5 Conclusion 

Transforming molecular networks into mathematically an-

alyzable yet experimentally verifiable models is a major 

challenge in systems biology. The network models usually 

do not agree with the experimental measurements initially, 

specifically for literature-curated networks. The disagree-

ment between model predictions and the experimental 

data can be due to the incompleteness of information re-

sources, databases, and the literature used to construct 

the networks. Developing tools to learn the network mod-

els from empirical data is of high importance, since it im-

proves the reliability of the models, and consequently in-

creases the likelihood of confirming computational predic-

tions in laboratory experiments. In this paper, we have 

presented two network models (Section 2) and have 

shown how the networks can be learned and calibrated 
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Figure 8. Learning the ERBB signaling network of [34] using its experimental data and via the proposed ILP formulation in (3). (A) The 

redrawn ERBB signaling network of [34]. The green solid edges represent activatory interactions and the red dashed edges represent 

inhibitory interactions. Each green or red square marker pinpoints the beginning of at least one branching -out edge. The input and 

output nodes are EGF and pRB, respectively. (B) The duplicated network (bottom) of the original network (top), to incorporate  the 

feedbacks during the proposed network learning algorithm via ILP. These two networks are connected by the feedback edges repr e-

sented by the purple edges. (C) An example of a learned network having an improved 82.4% data prediction accuracy. The improv e-

ment is achieved after the two edges previously connecting ERBB1 to AKT1 and CDK6 to pRB in the network of panel (A) are remo ved 

upon ILP network learning (for easy viewing, the two removed edges are shown using gray dashed edges).
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using experimental data and via integer linear program-

ming (Section 3), by minimizing the number of mis-

matches between the model predictions and the experi-

mental data (Section 4). 

Due to the feedback paths, modeling and analysis of 

molecular networks become more challenging. Because 

of the signal propagation delays introduced by the feed-

back mechanisms, network responses may change over 

time. Thus, the complex compensatory and regulatory 

mechanisms of feedbacks should be considered, while 

learning network models from data. Here, we have pre-

sented a method that is able to systematically handle 

feedbacks in networks – key components of nearly all mo-

lecular networks – which is lacking in previous published 

works to the best of our knowledge, inspired by a tech-

nique called combinational iterative array model of syn-

chronous sequential circuits. As tested on an exemplary 

network (Figure 6 and Figure 7), the ILP formulation can 

effectively find the correct subnetwork from an initial net-

work that has some spurious interactions. Furthermore, 

once it is applied to the ERBB signaling network (Figure 

8), studied in the context of breast cancer, the data pre-

diction accuracy is increased after learning. Different as-

pects of the proposed algorithm and relevant modifica-

tions are also discussed (Section 4.4). 

Overall, the proposed network learning approach has 

promising potentials to reduce the gap between the liter-

ature-curated networks and the experimental data of the 

network, while incorporating complex interactions and bi-

ological mechanisms within the network such as feed-

backs. This study is particularly important if computational 

analysis is going to be performed on the molecular net-

work models associated with complex disorders, when 

some unknown molecular mechanisms are contributing to 

the development of the pathology. By providing more reli-

able networks with more accurate data prediction capabil-

ities, the proposed approach of fitting the disease-associ-

ated molecular networks to the experimental data can as-

sist in building better systems biology models for under-

standing the pathology, and eventually finding the best 

molecules in the network to target with novel therapeutic. 
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